Online Appendix A

Proof of the Effects of Ignoring Clustering
This appendix discusses about how to estimate the differences in parameters, including
standardized factor loadings and factor correlations. First, model implied correlation matrices for
both levels are created by
;= ARWiAYT + 05 (A1)

i = A, WAL + 05, (A2)
where X5 and X}, are model-implied correlation matrices for the macro and micro levels,
respectively. Ay and Ay, are standardized factor loading matrices for the macro and micro levels,
respectively. Wy and Wy, are factor correlation matrices for the macro and micro levels,
respectively. @ and @y, are (usually diagonal) unique variance matrices for the macro and
micro levels, respectively. The observed covariance matrix in each level can be calculated from

the observed correlation from each level by

Lp = DEED (A3)
Ty = DyoEi, Dyt (Ad)

where X5 and Xy, are the observed covariance matrices for the macro and micro levels,
respectively, Dgy and Dy, are the diagonal matrices containing the variances of observed
variables. In other words, Dgy = diag(2p) and Dy,y = diag(Zy,), where diag is the function to
extract only diagonal elements. Let P be a p x p diagonal matrix containing ICCs of all variables
and Dy be a p x p diagonal matrix containing the total observed variance of each variable. Then,
Dpy = PDy (A5)

Dyy = (1—P)D, (A6)
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where I is a p X p identity matrix. The observed covariance matrices from the disaggregation and

aggregation methods, denoted by X, and X4, respectively, will be

Yeg(a-p)p)"? (AD

Xp =I5 + Xy = (PD) Y225 (PD,)Y2 + ((1 - P)Dy)
ZA = ZB + Tl_le
= (PDy)'/22;(PDy)"/? (A8)

1/2 1/2

+n~((1-P)Dy) "Iy, (0 - P)Dy)
where 7 is cluster size, assuming that all clusters have equal size. The disaggregated and
aggregated observed variance, denoted as Dpy and D4y, can be calculated by
Dpy =diag(Zp) = diag(Zp) + diag(Zy) = Dgy + Dyy = Dy (A9)
D,y = diag(Z,) = diag(Zp) + n~1diag(Zy) = Dgy + 71Dy
(A10)
= (P +n (- P)) D,

Then, Xp and X, are used to find parameters in single-level CFA model. Maximum
likelihood can be used in parameter estimation. If researchers need SE and fit indices, sample
size is required. Another method is to use the instrumental variable method (Hidgglund, 1982).
This method can be used to find a closed form equation for estimating the differences in
parameter estimations. Therefore, we use this method to show that standardized coefficients are
not deviated in some special cases with a large ICC, in contrast to Julian's (2001) results showing
that ignoring clustering always leads to differences when ICC is large. Readers may be
unfamiliar with the instrumental variable method. Therefore, we will explain this instrumental
variable method first and then derive the closed form formula for the difference in standardized

parameter estimation.

Instrumental Variable Method for Factor Analysis
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Higglund (1982) described how to use the instrumental variable method to estimate
parameters in both exploratory and confirmatory factor analysis. We use this method to estimate
parameters in confirmatory factor analysis. This method can be used to obtain parameter
estimates in two steps. First, factor loadings are estimated using the instrumental variable
technique. Then, the obtained factor loading will be used in the estimation of unique factor
variances and common factor covariances.

For factor loading estimation, factor loadings of each factor will be analyzed separately.
Within each factor, indicators are divided to three sets: one marker variable, one target variable,
and the rest that are used as instrumental variables. The marker variable is the variable that is
used for scaling, which should well represent a desired factor. The factor loadings of the marker
variable are fixed to 1 for the desired factor and to O for all other factors. The target variable is
the variable for which we wish to estimate a factor loading. To estimate all factor loadings within
a factor, all variables in a factor will take turns to be the target variable until all factor loadings
are estimated, except marker variables.

By definition, a factor loading is a regression coefficient for predicting an indicator by a
factor. Because the marker variable represents a factor (the loading equals 1), we can predict the
target variable with the marker variable to obtain an approximate factor loading. However, in this
case, measurement error in this equation (the regression residual) will be related to the factor.
This relationship violates a fundamental assumption of regression analysis—that predictors are
independent of regression errors, leading to an inaccurate estimation of the factor loading.
Therefore, the instrumental variables (the remaining indicators) are used to partial out the portion
of variance in the marker variable that potentially correlates with measurement error (or the

regression residual). That is, the marker variable is regressed on the instrument variables and the
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residuals are saved. Next, the residuals will be used to predict the target variable. The factor
loading from this prediction will be accurately estimated.

Assume that we are interested only in the factor structure in which each indicator loads
on one factor only (factor loadings with other factors all equal 0). Let Variable Sets 1, 2, and 3 be
the marker variable, the target variable, and the instrumental variables, respectively. The number
of indicators in Sets 1 and 2 is 1. The number of indicators in Set 3 is at least 1. To calculate the
factor loading on each factor, the indicator covariance matrix that is used for calculation is the
covariance matrix that involves the indicators that have nonzero loadings on the factor, which
will be referred to as the reduced observed covariance matrix, Xz. The reduced covariance matrix
will be affected by only one factor, which has a scalar factor variance. That is, W5 = Y5 and
WY,y = Y. In the standardized metric, the factor variance will be 1: W5z = ¥y, = 1. Therefore,
the reduced covariance matrix will be

Zp = Dyy ZiDyy’ = Dy’ (ARAR + @)D/ (AlD)
where Dyy is the diagonal matrix of variable variances. The reduced observed covariance matrix
can be partitioned based on the set of variables as

Z11 X2 Zg3
Lp = [221 X2 2:23] (A12)
233 X3z X33

Next, we will map the blocks of covariances with the blocks of factor loadings and

uniqueness:
3 (A13)
R =[5
3
e; 0 0 (Al4)
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D2 0 0 (A15)
Dy =| 0 DF 0

0 0 DFf

Then, from Equations A12-A15,

11 Z2 Zi3 AN AT + 0 AAST AN (A16)
Za Za2 Zas| =D AAT AN+ 05 AAT |DY?
31 X3z 33 AN ASAT ASAY + 03
1/2(A*A*T + Ol)Dl/Z 1/2(A*A*T)D1/2 1/2(A*A*T)D1/2
— 1/2(A*A*T)D1/2 1/2(A*A*T + Oz)Dl/Z 1/2(A*A*T)D1/2
1/2(A*A*T)D1/2 1/2(A*A*T)D1/2 1/2(A*A*T + 03)D1/2

The factor loading of the target variable, 4,, is calculated by
Az = (Z13231) ' Z13232 (A17)
Note that 4, will have 1 row and 1 column, yielding a scalar. Equation A17 can be expressed in

terms of standardized factor loadings as

A, = (Dl/Z(A*A*T)Dl/Z 1/2(A* A*T)Dl/z) D1/2(A*A*T)D1/2 1/2(A* A*T)Dl/z (A18)
As described above, all variables can act in turn as the target variable. Therefore, all

factor loadings in the model can be solved for except the marker variables’ loadings, which are

fixed to 1. Let A be a factor loading matrix from all indicators of all factors. The unique factor

covariance matrix, ®, which is a diagonal matrix of unique variances, is calculated by

diag(®@) = E™1g (A19)

where
E=1-Kx*K (A20)
g = diag(Z — KZK) (A21)

K= AATA)IAT (A22)



APPENDICES: IGNORED NESTED DATA STRUCTURE IN CFA

where * represents elementwise multiplication, and X is a covariance matrix among indicators.
Next, the factor covariance matrix, W, is estimated by
Y= (ATA)IAT(Z - 0)A (ATA)? (A23)
To find standardized parameter estimates, let D, be a an m X m diagonal matrix with
factor variances as diagonal elements and Dy be a p x p diagonal matrix with indicator variances
as diagonal elements:
D, = diag(¥) (A24)
Dy = diag(X) (A25)
Letting starred matrices be standardized matrices, standardized factor loading and factor
correlations are given by:
A" =D;'?AD}/? (A26)
v* = D, /?pp, '/ (A27)
The objective of this appendix is to derive the differences in parameter estimates from
CFA analyses using disaggregation and aggregation. The disaggregation parameter estimates are
compared with the parameter estimates for the micro level. Thus, the difference in standardized
factor loadings after disaggregation is A, — A}, and the difference in factor correlations after
disaggregation is Wp — Wy,,. Aggregation is usually used to obtain parameter estimates for the
macro level. After aggregation, the difference in standardized factor loadings is A} — A and the
difference in factor correlations is ¥; — Wg.
In the following we derive the differences in standardized loadings and factor correlations
after both aggregation and disaggregation in three cases. First, we will show that the standardized
factor loading and factor correlation in the aggregation and disaggregation approaches are not

deviated when ICCs are equal across indicators and all standardized parameters from both levels



APPENDICES: IGNORED NESTED DATA STRUCTURE IN CFA

are equal. Next, we will show the closed form formula for the aggregated and disaggregated
standardized parameters when ICCs are equal across items, standardized factor loadings are
equal across levels, and factor correlations are different across levels. Finally, we will show the
closed form formula for the aggregated and disaggregated standardized parameters when ICCs
are equal across items, factor correlations are equal across levels, and the standardized factor
loadings are proportional across levels. We will show that the closed form formulas of the
second and third scenarios are the same.
Case 1: Standardized Factor Loading and Factor Correlation Invariance

ICCs are equal across all indicators: P = pl. Factor structures are the same in both levels.
Standardized parameters are equal across levels: Ay = A}, and P = ¥p,.

From Equation AS, A6, A7, and A8, the disaggregated and aggregated observed

covariances are

1 A28
_(p=D 41 (A29)
A — pn B

To find the disaggregated and aggregated factor loadings in terms of the micro and macro
factor loadings, respectively, by using Equation A18, two intermediate steps are required. First,
we need the disaggregated and aggregated observed variance, denoted Dpy and Dy, in terms of

the micro and macro observed variances. From Equations A28 and A29, it can be shown that

1
. p) Dy

-1D+1 -D+1 A3l
DAY=<p<n i )Dy=<p<n pn> )DBY (A31)

Dpy =Dy = ( (A30)
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Second, let k and [ be 1, 2, or 3 and k # [. We need to find A}, A5, and A}, A%l in terms

of A}y, A%, and A, A3l respectively. From Equation A3, A4, A7, and A16, it can be shown that

1/2 12 | pl/2

Epki = Zpt + Zwi = Dy (Mg A5 Dy, bl 0, VA, W7k )Dl/2 (A32)

— pl/ZDllc/z(AWkA Dp 1/2D1/2
+ (1 - p)'2D,* (i Ai) (1 — p) /2D "2
— Dl/Z(A* kA l)Dl/Z
From Equations A3 and A30, it can also be shown that

1/2 _ 1/2

Lok = D Dk (ADkA D, (AprAp )Dm (A33)

From Equations A32 and A33 and Di/ % and Dll/ z having inverses, it follows that
AEkAETZ = Aa/kAT/IT/‘l (A34)
Regarding to the aggregated parameters, from Equation A3, A4, A8, and A16, it can be

shown that

1/2 1/2

* — 1/2
' (ApkA)Dg” +n 1D/

o = Zpig + T Ty = (N AT )D? (A35)
= p'/2D,/* (A5 AT "D}

_ 1/2 * * 1/2
+n71(1 = p) 2D A (N A (1 — p)V/*D)/

pn—1)+1 *
= (—n D2 (ApAF)D;
From Equations A16 and A31, it can also be shown that
. pn—1)+1 } (A36)
Lok = 1/2(AAkAA7;)D1/2 = <T 1/2(AAkAA7;)D1/2

From Equations A35 and A36,

Ay A = A AT (A37)
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From Equations A18, A28, and A34, the factor loading from disaggregation method will
be
-1
Az = (D (Aps ATL)DE D (Aps ATDDYE) DY (A, ATDL D (A AT, D

1 -2 -1 1 2 A38
= (Tp) (D%f (AMA’&%)D%, D%g (A?/I/3A?/I’51)D%f) (m) D%f (A?AMA*M%)D%;D%?Z, (A?/Vssz)D;g ( )

= dw>

Thus, the disaggregated factor loading is equal to the micro-level factor loading or A, = Ay,. By
a similar method, the aggregated factor loading can be shown to equal the macro-level factor
loading, A4, = Ap. From Equations A19-A22, the disaggregated unique variance will be

Kp = Ap(ApAp) 1A} = Ay (A Ay) Ay = Ky (A39)

Ep =1—-(Kp *Kp) =1—(Ky, *Ky) =Ey (A40)

1 1
gp = diag(Zp — KpXpKp) = diag ((Tp> Ty — Ky (1——p) szw>

1
(1 1
_(Tp) 1ag(EW—KWEWKW)—<1Tp)gW (A41)
diag(®p) = E;'gp = Ejt ! _ (2 diag(@
iag(@p) = Ep gp = Ey (Tp)gw_(l_—p) iag(Oy) (A42)

Because the off-diagonal elements of @ and @y, are 0, @p = (ﬁ) 0,,. By a similar method, it

can be shown that @, = (%) 03z. From Equation A23, the disaggregated covariance
matrix between factors will be

W, = (ALA )AL (Zp — 0, )A, (ALA )™

= (AyAw) Al ((%p) Ly — (%—p) @W> Ay (A Ay) ™"

= (%p) Hw (A43)
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By a similar method, it can be shown that ¥, = (%) Y. From Equation A24 and A43,

the disaggregated factors’ variances will be

1 1
Dy, = diag(¥p) = diag ((1——;)) WW) TTopw (Ad4)

_ pn— 1)+1

By a similar method, it can be shown that D4, = Dg,,. From Equations A28 and A29, it can

p(n 1)+1

be shown that D, = DWy and Dy = Dgy. Therefore, from Equations A26 and A27,

the disaggregated standardized factor loading and factor correlation will be

~1/2 1/2 1 12 1 vz ~1/2 1/2
1 -1/2 1 1 -1/2
1/2 -1/2 _
W5 = 05, oDy, = (7= Pun) (=) W (=)
=Dy Wi Dy, =Wy (A46)

Therefore, the standardized factor loading and factor correlation are not deviated from the
disaggregation method in this case. It can also be showed that A}, = Ay and W; = Wj. That is, the
standardized factor loading and factor correlation are not deviated from the aggregation method.
Case 2: Standardized Metric Invariance

ICCs are equal across all indicators: P = pl. Factor structures are the same in both levels.
Standardized factor loadings are proportional between the macro and micro levels: Ay = cAyy,
where c is the proportion. By this constraint, the unstandardized factor loading can fixed to be
equal across levels. Factor correlations are different across levels: Wg # Wy,.

To find the disaggregated and aggregated factor loadings in terms of the micro and macro
factor loadings, respectively, by using Equation A18, two intermediate steps are required. First,
because P = pl, Equations A30 and A31 are still held in this case. Second, from Equation A3,

A4, A7, and A16, it can be shown that
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1/2 12 | pl/2

Zpi = gt + Ewia = Dy (A AF)Dy, V(A AT DD (A47)
— pl/ZD,i/z(c‘lA’a,kc‘lA%)pl/lel/Z

+ (1 - )V (A AT (1 = p)V/?D;

2

_ p+cz—czp
c

> l/Z(A* kA l)Dl/Z

From Equations A16 and A30, it can also be shown that
Epit = Dpy (ApAZDD,” = D,/* (ApAp)D, " (A48)
From Equations A47 and A48,

p+ct—c?p (A49)

2 ) AT/VkAT/IT/‘l

(o

AEkAETZ = (
Regarding the aggregated parameters, from Equation A3, A4, A8, and A16, it can be

shown that
Zaer = Zpp + N By = 1/2 o (N z)Dl/z + Tl_lDl/Z Ay A%)Dl/z (A50)
.01/2D1/2 (ApxAp )PUZDUZ

_ 1/2 1/2
+ 1711 - p) V2D, (A c A (1 - p) 2D/

n—c?) + c?
- (p =) ) D, (WA D}
From Equations A16 and A31, it can also be shown that

n—1)4+1 A51
Za = Dy (A ADD ) = (%) D,/* (A A)D, " (ASD)

From Equations A50 and A51,

p(n—c?) + c? (A52)

* *T _ * *T
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From Equations A18, A28, and A49, the factor loading from disaggregation method will
be
-1
Apy = (D5, (Ap1AT)DS DL (Aps ATDDL,) Dy (A AT Dy (A AT:)D

(A53)

2
p+c?— czp) pL2

-2
p+ct—c?p R . s -1 o Ax X Ax
= <7 (D;ﬁ (AW1AJ3)D%§D%§ (AwaAvgl)D;ﬁ c2(1-p) w1 (AW1AV7V~3)D%§D1%§ (AW3AV7V~2)D;Z

c2(1-p)

=

Thus, the disaggregated factor loading is equal to the micro-level factor loading or Ap =
Ay,. By a similar method, the aggregated factor loading can be shown to equal the macro-level
factor loading, A4 = Ag. Therefore, based on the same logic of Equations A39 and A40, K, =
Ky, Ep = Ey, K4 = Kp, and E; = Eg. Then, from Equations A7, A8, and A21,
gp = diag(Zp — KpXpK)p) = diag(Zp — KpXpKp + Ly — KpZyK)p)
= diag(Tp — KpZzKp) + diagEy — KpZwKp) = g5 + 8w (A54)
g4 = diag(T4 — K, X4K,) = diag(Zp — KpZzKp + n71Z)y, — n 1 KpZyKp)
= diag(Zp — KpZpKp) + n~tdiag(Zy — KpEZywKp) = g + n~'g,, (AS5)
From Equations A22, A54 and ASS5,
diag(®p) = Ep'gp = Ep' (85 + 8w) = diag(®p) + diag(0y) (A56)
diag(@,) = E;'g4 = Ey' (8 + n~'gw) = diag(®p) + n~"diag(®y,) (AS7)
Because the off-diagonal elements of @3, ©,,, ©5, and 04 are 0, then @, = @5 + O}, and O, =
05 + n~1@,,. From Equation A23,
Wy = (ALAp ) 'AL(Ep — ©p )Ap (ApAp )~}
= (AyAw) A (Zp + Zy — (05 + Oy) ) Ay (AlyAy) ™!
=W, + ¥y (A58)
W, = (AjA, ) T AL(Z4 — 04 )A, (AyA, )T
= (AZAR) AL (25 + n71Ey — (05 + n710y))A(AGAR) !

= IPB + n_llPW (A59)

12
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Because DDn = dlag(‘PB + lpw), DAT] = dlag(‘PB + n_lqlw), DDY = dlag(ZB + ZW), and DAY =

diag(Zp + n~1Zy), from Equation A26,

* -1/2 1/2 -1/2 1/2 —1/21/2 o« -1/211/2
b = Doy *ApDy.? = Dpy/* Ay Dy = DY/ *Dy 2 Ay D, DY, (A60)
A, =D 1/2AAD1/2 D; 1/2ABD1/2 D; 1/2D1/2 :D; 1/2DZIZ (A61)

Because all D matrices are diagonal, the disaggregated and aggregated standardized factor

loadings for indicator r on factor s are

/1* _ Owrr /1* ¢Wss + lszs
Drs — P +o Wrs w
Wrr Brr Wss ( A62)

(A63)

where oy, and op,,- are the micro- and macro-level indicator variances of variable r, 1y, and
Ypss are the micro- and macro-level factor variance of factor s, and Ay, Agrs, Aprs, and A3, are
the micro-, macro-, disaggregated, and aggregated standardized factor loadings, respectively.

Equation A26 can be simplified as

Ays = —— (A64)

Therefore, Equations A62 and A63 can be transformed as
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Py _ Owrr 1/JWss + Ypss
Drs = Wrs
Owrr t OBrr 1/JWss

AWrSO_Wrr + ABrso_Brr
Owrr A5 AWrs /15’1”5
Wrs
Owrr t Oprr AWrsJWrr

/1Wrs

* *
Owrr £ AWrs Owrr + /15’1”5 OBrr
o P AWTS /1*
Wrr Brr WrsOWrr

— \]’1%1’5 (AWT'SO-WTT + ABTSO-BTT)

Owrr + OBrr

AWrs Owrr + /15’1”5 OBrr
OBrr * n;{Wrs ABTS

ABTS OBrr
ABrs

AMrsO
rsYWrr *
OBrr X n + ABrsOprr

A*
+ 0gyr BrsOBrr

* * 2
ABrs (AWrs —Wrr +ABrso-Brr)

Owrr

+ Oprr

From Equation A64, if Ajy,s = Apyg, then Ahs = s If g < Aprs, then Ap g > Ajyps. If

(A65)

(A66)

wrs > Aprs, then A5« < Ajys. Thus, the difference of the disaggregated standardized loading is

in the direction of the macro-level standardized loading. If o5, or ICC is high, the degree of

differences in the disaggregated standardized loading is higher. From Equation A65, if Ay, =

Aprs, then Ay,c = Agps. If g < Aprs, then Ay,.¢ < Apps. If Ay > Agys, then 13, > Aj,. The

14
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difference in the aggregated standardized loading is in the direction of the micro-level

OWrr

standardized loading. If is high, then the degree of differences in the aggregated

W is higher when ICC is low or the micro-level sample size is

standardized loading is higher.

low. Therefore, the degree of differences in the aggregated standardized loading is higher when
ICC is low or the micro-level sample size is low.

From Equation A27,

w; =D, *w,D; /* = D,./? (¥ + ¥,)D,,

- D 1/2‘PBD 1/2+D 1/2‘PWD 1/2

—D_l/le/Z‘PBDl/ZD 1/2+D I/ZDI/Z‘PWDUZD 1/2 (A67)

* -1/2 -1/2 —-1/2 -1/2 —1—1/2 -1/2
v, =D, w0, =D, WD, ' +n7'D, "“Wy,D,

1/2 1/2 1/2 1/2

=D,/ *Dy WDy D, + 071D, Ay W, DD, (A68)

Because all D matrices are diagonal, the disaggregated and aggregated factor correlations

between factors s and t when s # t are

* _ lszs * l/}Btt ¢Wss * l/}th
lstt B \/lszs + l/}Wss wBSt\ijtt + l/}th * \jlszs + l/}Wss lpWSt\]ltht + ¢th (A69)

l/}Wss * l/}th

1:DBss wBtt + n l/}Wst n

wBst
n
1:DBss ¢Wss l/}Btt M lszs l/}Wss l/}Btt + tht

Yase =

(A70)
where Yo, Wast» Whse» and P, are the micro-, macro-, disaggregated, and aggregated factor
correlations, respectively. From Equations A69 and A70, obviously, the disaggregated and
aggregated factor correlations are the weighted average of the both level factor correlations.

Therefore, the difference of the disaggregated factor correlations is in the direction of the macro-
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level correlations and the difference of the aggregated factor correlations is in the direction of the
micro-level correlations.
Case 3: True Metric Invariance

ICCs are equal across all indicators, P = pl. Factor structures are the same in both levels.
Unstandardized factor loadings are equal across levels: Ag = Ay,. Factor covariances are
different across levels: Wz # Wy,.

Letkand /be 1,2, or 3 and k # [. We will use Equation A17 to equate the disaggregated
and aggregated factor loadings to the micro and macro level factor loadings, respectively. Thus,
we need to make Xpy; and X4; in terms of Xy, and X gy, respectively. The reduced covariance

matrix can be written in terms of unstandardized loadings and factor variance (1):

211 Z12 Ig3 PAAT + 0, YA AL YA AL (A71)
[221 Ly 2:23] = PYA,AT YA,AL + 09, PYA,AL
Y31 X3z 233 YA;AT YA;AL YA;AL + 0,4
Therefore,
T = PAA] (A72)

Then, Xp; and X,4; can be written in terms of Xy; and Zgy;:

okt = Zaii + Zwi = YlApA + YwAwiAly, = Wp + Yy ) Ay Aly,

_ Yp + Yy 5
py M (A73)
_ -1 _ T Yw T _ Yw T
Lprr = Zpr + N7 By = YpAprAp + TAWI(AWI = |y + e ApiAg;
B
M (A74)

From Equation A17, the disaggregated factor loading will be
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Apz = (Zp13Zp31) "' Ep13Zpan

(A75)

+ + g + +
_ <¢B¢W¢W is lpslpwlpw ZW31> lpslpwlpw s lpBle/)W 0 = Ay

Thus, the disaggregated factor loading is equal to the micro-level factor loading or A, = Ay,. By
a similar method, the aggregated factor loading is equal to the macro-level factor loading or A4 =
Ag. Because P = pl, Equations A30 and A31 still hold in this case as well. Follow the same
logic in Equations A54-A70. The Equations A65, A66, A69, and A70 are true in this case.
Impact of Ignoring Nesting on Maximal Reliability

Maximal reliability (H) is the reliability of the optimal linear combinations of observed
scores across items (Raykov, 2004). We will consider maximal reliability first because it is a
direct function of standardized loadings. Then, we will show the impact of ignoring clustering on
coefficients alpha or omega that are functions of unstandardized coefficients. Maximal reliability

of a scale s (Hy) is defined:
p (/1;5)2
Hs _ =11 — (/1;5)2

= AT6
14 Zp (A;S)Z ( )

r=11-— (/1;5)2
Assuming that standardized loadings are equal across indicators, it can be shown that

H; (475)?

= . AT7
1- Hs P 1- (A;s)z ( )

Under Cases 2 and 3, assuming that micro-level observed variances, and macro-level observed

variances are equal across indicators, Equation A65 can be transformed as

0 o
A5 )2 = (yro)? (—W" )+,1* PE (—3" )
( Drs) ( Wrs) Owrr + Oprr Wrs/*Brs Owrr + Oprr (A78)

Because 0y, 0gr = 0, then the lower and upper bounds of (15,¢)? are A%,..c and Ayy,sApy-s.

17
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In the following proof, we assume that Ag,.¢ > Ay (Hgs > Hyy) first and we will show that the
same logic can be applied for Ay, > Ag,s (Hys > Hpgg). Then, from Equations A77 and A78, it
can be shown that

Ars)? < Aprs)?® < Ayrshirs < (Aprs)®. (A79)
Because 0 < (Ajy,5)? < 1, then

Aiwrs)* (Abrs)? (Ay5)*
< <

PT= 2 =P 1= )2 = P 1= D) (A30)
or
1 fm;ISWS =1 fl};m T 1 HBI;BS (A81)
Because 0 < H; < 1,
Hys < Hps < Hgs. (A82)

It can also be shown that, if Ag,s < Ays (Hgs < Hyys), then Hgg < Hp, < Hyyg. Therefore,
disaggregated maximal reliability is in between the micro- and macro-level maximal reliabilities.
Disaggregated maximal reliability will be greater or lower than micro-level maximal reliability if
macro-level maximal reliability is higher or lower, respectively.

The logic of proofs on disaggregated maximal reliability can be applied to aggregated
maximal reliability. That is, if Hgg < Hy,, then Hggs < Hyg < Hyys, and vice versa. Therefore,
the result will show that aggregated maximal reliability is in between the micro- and macro-level
maximal reliabilities. Aggregated maximal reliability will be greater or lower than macro-level
maximal reliability if micro-level maximal reliability is higher or lower, respectively.

Next, coefficient omega (wy) is the reliability of the unweighted composites of observed

scores across items (Raykov, 1997; Raykov & Shrout, 2002):



APPENDICES: IGNORED NESTED DATA STRUCTURE IN CFA 19

_ Var(XP_, A1) _ (P, Ars)zlliss
Var(S0_, Arstis + 201 8)  (BP_, Ays) ., + 5P 6y,

Ws ) (A83)

where 1), is factor s, &, is measurement error of indictor r, 4, is unstandardized factor loading
linking indicator r to factor s, Y is variance of factor s, and 6, is measurement error variance

of indicator r. Assuming that observed variances are equal across indicators, from Equation A83,

2
lpss
RRIRD)

wg = 5 5 . , (A84)
< lr?=1(’1r5' ﬁ)) +Zf=10'_::

. : L [v o
where ., is observed variance of indicator r. Because 475 = 4,5 - |~ and 6—" =1- (A%,
Trr T

r

it can be shown that

which represents uniqueness, coefficient omega of factor s will be

_ (3P 25)°
(5P )" +3P_ (1 — (A25)?)

(A85)

S

Assuming that standardized loadings are equal across indicators, it can be shown that

p(A;s)?
w. = : (A86)
T op(e)? + 11— (As)?
or
25)2
wS ( TS) (A87)

-0, "1-)*
Therefore, from Equation A77 and A87, it can be implied that wg = Hy. In addition, because we
assume standardized loadings and observed variances are equal across indicators, unstandardized
loadings are also equal across indicators. In this case, coefficient omega is equal to coefficient

alpha, as well as maximal reliability. Therefore, under Cases 2 and 3, assuming that micro-level
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observed variances, and macro-level observed variances are equal across indicators, the
consequences of disaggregation and aggregation on coefficients and omega are the same as one

of maximal reliability.

20
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Online Appendix B

Mplus Example Code for Data Generation and Data Analysis

Data Generation and Analysis by the Full MCFA Model

TITLE: Group membership = 400/20; ICC = 0.55, 0.7, 0.85; h2 =0.49, 0.49, 0.49;
cor.between = 0.5; Full Multilevel

MONTECARLO: NAMES = Y1-Y6;

NOBSERVATIONS = 8000;

NREPS = 1000;

SEED = 12345;

NCSIZES = 1;

CSIZES = 400(20); ! Cluster size and the number of clusters

RESULTS = RESULTML.txt;

MODEL POPULATION:

SWITHINS

YW1l BY Y1*0.670820393249937; ! Equation 8. sgrt(l - ICC) * sd

YW2 BY Y2*0.547722557505166;

YW3 BY Y3*0.387298334620742;

YW4 BY Y4*0.670820393249937;

YWS5 BY Y5*0.547722557505166;

YW6 BY Y6*0.387298334620742;

FWl BY YW1*0.7 YW2*0.7 YW3*0.7; ! Micro-level standardized factor loading
FW2 BY YW4*0.7 YW5*0.7 YW6*0.7;

FW1-Fw2*1;

FWl WITH FW2*0.5; ! Micro-level factor correlation
YW1-YW6*0.51; ! Micro-level scaled unique variances
Y1-Y6QO0;

$BETWEENS

YB1 BY Y1*0.741619848709566; ! Equation 9, sgrt(ICC) * sd

YB2 BY Y2*0.836660026534076;

YB3 BY Y3*0.921954445729289;

YB4 BY Y4*0.741619848709566;

YB5 BY ¥Y5*0.836660026534076;

YB6 BY Y6*0.921954445729289;

FB1 BY YB1*0.7 YB2*0.7 ¥YB3*0.7; ! Macro-level standardized factor loading
FB2 BY YB4*0.7 YB5*0.7 YB6*0.7;

FB1-FB2*1;

FB1 WITH FB2*0.5; ! Macro-level factor correlation
YB1-YB6*0.51; ! Macro-level scaled unique variances
Y1-Y6QO0;

MODEL:

SWITHINS

YW1l BY Y1*0.670820393249937 (cwl);

YW2 BY Y2*0.547722557505166 (cw2);

YW3 BY Y3*0.387298334620742 (cw3);

YW4 BY Y4*0.670820393249937 (cwd);

YWS5 BY Y5*0.547722557505166 (cw5);

YW6 BY Y6*0.387298334620742 (cwb6);

FWl BY YW1*0.7 (wl);

FW1l BY YW2*0.7 (w2);
FW1l BY YW3*0.7 (w3);
FW2 BY YW4*0.7 (w4);
FW2 BY YW5*0.7 (w5);
FW2 BY YW6*0.7 (w6);

FW1-FW2@1;
FWl WITH FW2*0.5;
YW1*0.51 (ewl

)

YW2*0.51 (ew2);
YW3*0.51 (ew3);
YW4*0.51 (ewd);
YW5*0.51 (ewb);
YW6*0.51 (ewb);
Y1-Y6QO0;
$BETWEENS

YB1 BY Y1*0.741619848709566 (cbl);
YB2 BY Y2*0.836660026534076 (cb2);
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YB3 BY Y3*%0.921954445729289 (cb3);
YB4 BY Y4*0.741619848709566 (cbd);
YB5 BY Y5%0.836660026534076 (cbb);
YB6 BY Y6*0.921954445729289 (cb6);
FB1 BY YB1*0.7 (bl);

FB1 BY YB2*0.7 (b2);

FB1 BY YB3*0.7 (b3);

FB2 BY YB4*0.7 (bd);

FB2 BY YB5*0.7 (bb5);

FB2 BY YB6*0.7 (b6);

FB1-FB2Q1;

FB1 WITH FB2*0.5;

YB1*0.51 (ebl);

YB2*0.51 (eb2);

YB3*0.51 (eb3);

YB4*0.51 (ebd);

YB5*0.51 (eb5);

YB6*0.51 (ebb);

Y1-Y6QO0;

MODEL CONSTRAINT:

ewl = 1 - wl”2; ! Model constraints in Equation 12
ew2 =1 - w2"2;

ew3 = 1 - w3"2;

ewd = 1 - wi"2;

ewb = 1 - wb"2;

ewo =1 - w6"2;

ebl = 1 - bl”2; ! Model constraints in Equation 13
eb2 =1 - b272;

eb3 =1 - b3"2;

ebd = 1 - b4d"2;

eb5 = 1 - b57°2;

eb6 = 1 - b6"2;

ANALYSIS: TYPE = TWOLEVEL; ESTIMATOR = ML; ! Full information maximum likelihood

Data Analysis by the Partially Saturated Model

MODEL:
SWITHINS !
YW1l BY Y1*0

The interpretation of these codes are the same as full MCFA model
.670820393249937

YW2
YW3
YW4
YW5
YWe
Fwl
Fwl
Fwl
Fw2
Fw2
FwW2

BY
BY
BY
BY
BY
BY
BY
BY
BY
BY
BY

Y2*0
Y3*0
Y4*0
Y5*%0
Y6*0

.547722557505166
.387298334620742
.670820393249937
.547722557505166
.387298334620742
YW1*0.
YW2*0.
YW3*0.
YW4*0.
YW5*0.
YW6*0.

7

~N - J 93

FW1-FW2@1;

FWl WITH FW2*0.
YW1*0.51
YW2*0.51
YW3*0.51
YW4*0.51
YW5*0.51
YW6*0.51
Y1-Y6QO0;

$BETWEENS !

Y1
Y1
Y1l
Y1l
Y1
Y2
Y2
Y2
Y2

WITH
WITH
WITH
WITH
WITH
WITH
WITH
WITH
WITH

Y2*0
Y3*0

Y4*0.
Y5*%0.
Y6*0.

Y3*0

Y4*0.
Y5*%0.
Y6*0.

Variances and covariances are saturated at the macro level

.304037004326776;
.335032461113845;
13475;
152018502163388;
167516230556922;
.377967591203267;
152018502163388;
1715;
188983795601634;
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Y3 WITH Y4*0.167516230556922;
Y3 WITH Y5*0.188983795601634;
Y3 WITH Y6*0.20825;

Y4 WITH Y5*0.304037004326776;
Y4 WITH Y6*0.335032461113845;
Y5 WITH Y6*0.377967591203267;
Y1*0.55;

Y2*0.7;

Y3*0.85;

Y4*0.55;

Y5*%0.7;

Y6*0.85;

MODEL CONSTRAINT:

ewl =1 - wl"2;

ew2 = 1 - w2"2;

ew3 = 1 - w3"2;

ewd =1 - wd"2;

ewb =1 - wb"2;

ewo = 1 - w6"2;

ANALYSIS: TYPE = TWOLEVEL; ESTIMATOR = ML;

Data Analysis by the Single-Level Model

MODEL:
SWITHINS

YW1l BY Y1*0.670820393249937 ! Equation 2. Standard deviation

YW2
YW3
YW4
YW5
YWe

BY
BY
BY
BY
BY

Y2*0
Y3*0
Y4*0
Y5*%0
Y6*0

.547722557505166
.387298334620742
.670820393249937
.547722557505166
.387298334620742

Fwl
Fwl
Fwl
Fw2

BY
BY
BY
BY

YW1*0.7
YW2*0.
YW3*0.
YW4*0.
FW2 BY YW5*0.
FW2 BY YW6*0.
FW1-FW2@1;

FW1l WITH FW2*0
YW1*0.51
YW2*0.51
YW3*0.51
YW4*0.51
YW5*0.51
YW6*0.51
Y1-Y6QO0;
$BETWEENS% !
Y1-Y6QO0;

MODEL CONSTRAINT:
ewl =1 wlr2; !
ew2 w2"2;

ew3 w3"2;

ewd war2;

ewb w5"2;

ewob - wW6"2;

ANALYSIS: TYPE

(wl); !

~N - J 93

.5; ! Single-level factor correlation
! Single-level scaled unique variances

The between levels are not estimated.

- Model constraints in Equation 4

A

= TWOLEVEL; ESTIMATOR =

ML;



APPENDICES: IGNORED NESTED DATA STRUCTURE IN CFA 24

Online Appendix C
Supplemental Results for Simulation 1

This section presents the supplemental results of the consequences of ignoring macro
level similar in the first simulation study. Table C1 shows the eta-squared values of all main and
interaction effects for all simulation conditions. Figure C1 shows results for convergence rate,
rejection rate, and RMSEA. Figure C2 shows results for standardized loadings and their SEs.
Figure C3 shows results for factor correlations and their SEs. Figures C1-C3 show results in the
cases of equal ICC and equal communalities. Figures C4-C6 show results similar to Figures C1-
C3 for the conditions with unequal ICCs. Figures C7-C9 show results for the conditions with
unequal communalities. Figures C10-C12 show results for the conditions with unequal ICCs and

unequal communalities.
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Online Appendix D

Supplemental Results for Simulation 2

This section presents the supplemental results of the second simulation study showing the
consequences of ignoring micro level when ICC or communalities are not equal across items
within the same factor. Table D1 shows the eta-squared values of all main and interaction effects
for all simulation conditions. Figure D1 shows results for convergence rate, rejection rate, and
RMSEA. Figure D2 shows results for standardized loadings and their SEs. Figure D3 shows
results for factor correlations and their SEs. Figures D1-D3 show results in the cases of equal
ICC and equal communalities. Figures D4-D6 show results similar to Figures D1-D3 for the
conditions with unequal ICCs. Figures D7-D9 show results for the conditions with unequal
communalities. Figures D10-D12 show results for the conditions with unequal ICCs and unequal

communalities.

25
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Table C1

The full results of Eta-squared values for analysis of variance table of the simulation conditions for rejection rate (%sig), root mean
square error of approximation (RMSEA ), estimated micro-level standardized loadings, relative differences in standard error of micro-
level standardized loadings, estimated micro-level factor correlation (CorW), and relative differences in micro-level factor
correlation.

Effects RR RMSEA Loading RD SE Loading CorW RD SE CorW
N .005 .005 .002 011 .004 .029
IcC .005 122 .004 .006 .006 .009
ICCEQ .000 .001 .003 .002 .000 .002
w .000 .002 .302 270 .000 .083
EQ .000 .000 .003 .000 .000 .003
CorB .000 .000 .000 .002 295 025
Method 945 .619 010 .001 .004 .005
N:ICC .006 .000 .001 025 013 .078
N : ICCEQ .000 .000 .000 .000 .000 .004
ICC : ICCEQ .000 .000 .002 .002 .000 .003
N:? .000 .000 .001 .002 .002 .007
ICC : h? .000 .000 171 131 .004 .067
ICCEQ: i .000 .000 .000 .000 .000 .000
N : ’EQ .000 .000 .000 .000 .000 .007
ICC : i’EQ .000 .000 .002 .001 .000 .007
ICCEQ : ”’EQ .000 .000 .000 .000 .000 .000
1 W’EQ .000 .000 .002 .001 .000 .000
N : CorB .000 .000 .000 .002 .002 .003
ICC : CorB .000 .000 .000 .004 140 016
ICCEQ : CorB .000 .000 .000 .000 .000 .000
h?: CorB .000 .000 .000 .001 .020 .001
W?EQ : CorB .000 .000 .000 .001 .000 .001
N : Method .008 014 .000 .019 .003 013
ICC : Method .003 226 .006 .009 .003 .002
ICCEQ : Method .000 .001 .003 .003 .000 .000
h? : Method .000 .005 .301 237 .000 .061
H?EQ : Method .000 .000 .001 .001 .000 .000
CorB : Method .000 .000 .000 .005 264 .020
N :ICC : ICCEQ .000 .000 .000 .003 .000 .008
N:ICC: 2 .001 .000 .001 .006 010 .098
N : ICCEQ : i? .000 .000 .000 .000 .000 .001
ICC : ICCEQ : I? .000 .000 .000 .002 .000 .007

N:ICC: ’’EQ .000 .000 .001 .007 .001 .019
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N : ICCEQ : ”’EQ .000 .000 .000 .000 .000 .001
ICC : ICCEQ : ’EQ .000 .000 .000 .000 .000 .001
N : #2: i’EQ .000 .000 .000 .001 .001 .005
ICC: h* : PEQ .000 .000 .002 .004 .002 .006
ICCEQ : /% : h2EQ .000 .000 .000 .000 .000 .001
N : ICC : CorB .000 .000 .000 .003 .004 017
N: ICCEQ: CorB .000 .000 .000 .000 .000 .001
ICC: ICCEQ: CorB .000 .000 .000 .001 .000 .005
N:h?: CorB .000 .000 .000 .002 .001 018
ICC : h?: CorB .000 .000 .000 .004 .008 .009
ICCEQ : h*: CorB .000 .000 .000 .001 .000 .000
N : B’EQ : CorB .000 .000 .000 .001 .000 .008
ICC : h’EQ : CorB .000 .000 .000 .002 .000 .007
ICCEQ : h’EQ : CorB .000 .000 .000 .000 .000 .001
h?: h?EQ : CorB .000 .000 .000 .001 .000 .005
N : ICC : Method 013 .001 .001 .006 .006 .004
N : ICCEQ : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : Method .000 .000 .002 .001 .000 .000
N : k% : Method .001 .000 .001 .002 .000 .000
ICC : h? : Method .001 .001 .168 143 .001 042
ICCEQ : h? : Method .000 .000 .000 .000 .000 .000
N : B2EQ : Method .000 .000 .000 .000 .000 .000
ICC : hEQ : Method .000 .000 .001 .001 .000 .000
ICCEQ : hi’EQ : Method .000 .000 .000 .000 .000 .000
1 : B*EQ : Method .000 .000 .001 .001 .000 .000
N : CorB : Method .000 .000 .000 .000 .003 .000
ICC : CorB : Method .000 .000 .000 .004 145 010
ICCEQ : CorB : Method .000 .000 .000 .000 .000 .000
h? : CorB : Method .000 .000 .000 .000 021 .002
I?EQ : CorB : Method .000 .000 .000 .000 .000 .000
N : ICC : ICCEQ : i? .000 .000 .000 .002 .000 .030
N : ICC : ICCEQ : h’EQ .000 .000 .000 .000 .000 .003
N:ICC: i : i’EQ .000 .000 .001 016 .005 024
N:ICCEQ: #*: "EQ .000 .000 .000 .000 .000 .001
ICC : ICCEQ : I : ’EQ .000 .000 .000 .000 .000 .005
N : ICC : ICCEQ : CorB .000 .000 .000 .003 .000 .009
N :ICC : k% : CorB .000 .000 .000 .008 .007 021
N : ICCEQ: #*: CorB .000 .000 .000 .004 .000 .003
ICC : ICCEQ : #* : CorB .000 .000 .000 .002 .000 .002
N:ICC: h’EQ: CorB .000 .000 .000 .005 .000 021
N : ICCEQ : #’EQ : CorB .000 .000 .000 .000 .000 .001
ICC : ICCEQ : /’EQ : CorB .000 .000 .000 .000 .000 .003
N: h: h’EQ : CorB .000 .000 .000 .002 .000 018

ICC : i : W’EQ : CorB .000 .000 .000 .001 .000 .018
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ICCEQ : h*: ’EQ : CorB .000 .000 .000 .000 .000 .001
N: ICC : ICCEQ : Method .000 .000 .000 .000 .000 .000
N : ICC : i* : Method .002 .000 .000 .001 .001 .001
N : ICCEQ : h2 : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : h2 : Method .000 .000 .000 .000 .000 .000
N : ICC : K’EQ : Method .000 .000 .000 .000 .000 .000
N : ICCEQ : #’EQ : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : ”’EQ : Method .000 .000 .000 .000 .000 .000
N : h?: ’EQ : Method .000 .000 .000 .000 .000 .000
ICC : i* : "EQ : Method .000 .000 .000 .000 .000 .000
ICCEQ : h* : *EQ : Method .000 .000 .000 .000 .000 .000
N : ICC : CorB : Method .000 .000 .000 .000 .003 .000
N : ICCEQ : CorB : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : CorB : Method .000 .000 .000 .000 .000 .000
N : h?: CorB : Method .000 .000 .000 .000 .000 .000
ICC : i? : CorB : Method .000 .000 .000 .002 .005 .001
ICCEQ : /* : CorB : Method .000 .000 .000 .000 .000 .000
N : i’EQ : CorB : Method .000 .000 .000 .000 .000 .000
ICC : REQ : CorB : Method .000 .000 .000 .000 .000 .000
ICCEQ : /’EQ : CorB : Method .000 .000 .000 .000 .000 .000
? : i’EQ : CorB : Method .000 .000 .000 .000 .000 .000
N : ICC : ICCEQ : h? : *EQ .000 .000 .000 .001 .000 022
N : ICC : ICCEQ : h*: CorB .000 .000 .000 .004 .000 .020
N : ICC : ICCEQ : h?EQ : CorB .000 .000 .000 .001 .000 .009
N:ICC: h*: ’EQ: CorB .000 .000 .001 .004 .001 .028
N :ICCEQ: #*: i’EQ : CorB .000 .000 .000 .001 .000 018
ICC : ICCEQ : #*: ’EQ : CorB .000 .000 .000 .001 .000 .004
N :ICC : ICCEQ : h* : Method .000 .000 .000 .000 .000 .000
N : ICC : ICCEQ : ”’EQ : Method .000 .000 .000 .000 .000 .000
N :ICC : h* : ’EQ : Method .000 .000 .000 .001 .000 .000
N : ICCEQ : 2% : i’EQ : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : #* : ’EQ : Method .000 .000 .000 .000 .000 .000
N : ICC: ICCEQ : CorB : Method .000 .000 .000 .000 .000 .000
N :ICC: i*: CorB : Method .000 .000 .001 .000 .001 .001
N : ICCEQ : i : CorB : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : h* : CorB : Method .000 .000 .000 .000 .000 .000
N : ICC : #’EQ : CorB : Method .000 .000 .000 .000 .000 .000
N : ICCEQ : /’EQ : CorB : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : #’EQ : CorB : Method .000 .000 .000 .000 .000 .000
N : h%: W?EQ : CorB : Method .000 .000 .000 .000 .000 .000
ICC : h? : W’EQ : CorB : Method .000 .000 .000 .000 .000 .000
ICCEQ : h2 : i’EQ : CorB : Method .000 .000 .000 .000 .000 .000
N :ICC:ICCEQ: h*: ’EQ : CorB .000 .000 .000 .001 .002 .009

N : ICC : ICCEQ : i* : ’EQ : Method .000 .000 .000 .000 .000 .000
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N : ICC : ICCEQ : /2 : CorB : Method .000 .000 .000 .000 .000 .000
N : ICC : ICCEQ : i?EQ : CorB : Method .000 .000 .000 .000 .000 .000
N :ICC: /?: h*EQ : CorB : Method .000 .000 .000 .000 .000 .000
N : ICCEQ : h*: h®EQ : CorB : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : h* : h’EQ : CorB : Method .000 .000 .000 .000 .000 .000
Seven-way Interaction and Error .000 .000 .000 .000 .000 .000
Note.

1. The bold values indicate 1> greater than .05.

2. N = Sample size (100/5, 10/50, 400/20, and 40/200 where the first value is the number of clusters and the second value is cluster size), ICC =
Average intraclass correlations across indicators (.05, .15, .25, .50, and .75), ICCEQ = Equal ICC across items within the same factor (Equal
and Unequal), h*> = Average macro-level communalities (low, medium, and high), /’EQ = Equal macro-level communalities across items
within the same factor (Equal and Unequal), CorB = Average macro-level factor correlation (.2, .5, and .8), and Method = The method of
analysis (two-level MSEM, saturated-macro-level multilevel MSEM, and ignore-macro-level SEM)

3. RD = Relative Difference, RR = Rejection rate based on chi-square test, RMSEA = Root mean square error of approximation, SE = Standard
error, CorW = The estimated micro-level correlation
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Table D1

The full results of Eta-squared values for analysis of variance table of the simulation conditions for rejection rate (%sig), root mean
square error of approximation (RMSEA), estimated macro-level standardized loadings, bias in standard error of macro-level
standardized loadings, estimated macro-level factor correlation (CorB), and bias in standard error of macro-level factor correlation.

Effects RR RMSEA Loading RB SE Loading CorB RB SE CorB
N 215 283 .007 .038 062 055
ICC .149 .010 .008 .007 .088 .018
ICCEQ .000 .000 .001 .000 .000 .001
n .002 .000 144 .013 .001 .010
h’EQ .001 .000 .000 .000 .000 .000
CorW .001 .000 .000 .000 093 002
Method .087 .559 .023 179 .023 .144
N:ICC 150 .013 .033 145 .081 199
N : ICCEQ .000 .000 .000 .001 .000 .001
ICC : ICCEQ .001 .000 .000 .001 .001 .003
N: .003 .000 .025 .006 .000 .004
ICC : i? .010 .001 232 .024 .002 .013
ICCEQ : i? .001 .000 .000 .000 .000 .000
N : /’EQ .000 .000 .000 .000 .000 .000
ICC : ’EQ .000 .000 .001 .000 .000 .000
ICCEQ : i’EQ .001 .000 .000 .000 .000 .000
h?: PEQ .000 .000 .000 .000 .000 .000
N : CorW .002 .000 .000 .000 .016 .002
ICC : CorW .001 .000 .000 .001 143 .005
ICCEQ : CorW .000 .000 .000 .000 .000 .000
h?: CortW .000 .000 .000 .000 .009 .000
K?EQ : CorW .000 .000 .000 .000 .000 .000
N : Method .037 .096 .014 .059 .028 .049
ICC : Method 127 .015 .044 347 070 293
ICCEQ : Method .007 .000 .001 .001 .000 .000
h? : Method .007 .000 144 .001 .000 .006
h’EQ : Method .000 .000 .000 .000 .000 .000
CorW : Method .001 .000 .000 .000 .094 .001
N :ICC: ICCEQ .003 .000 .000 .002 .000 .004
N:ICC: i? .003 .001 .029 .013 .001 .008
N : ICCEQ : i? .003 .000 .000 .000 .000 .000
ICC : ICCEQ: i* .003 .000 .000 .000 .000 .000
N : ICC : ’EQ .002 .000 .000 .001 .000 .000
N : ICCEQ : i’EQ .000 .000 .000 .000 .000 .000
ICC : ICCEQ : h’EQ .000 .000 .000 .000 .000 .000
N:h?: PEQ .001 .000 .000 .000 .000 .000
ICC : i : W’EQ .000 .000 .000 .000 .000 .000
ICCEQ : h*: h2EQ .000 .000 .000 .000 .000 .000
N :ICC : CorW .001 .000 .000 .001 .017 .004
N : ICCEQ : CorW .001 .000 .000 .000 .000 .000

ICC : ICCEQ : CorW .000 .000 .000 .001 .000 .000
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N : h2: CorW .003 .000 .000 .000 001 .000
ICC : h? : CortW .000 .000 .000 .001 .009 .003
ICCEQ : h? : CorW .001 .000 .000 .000 .000 .000
N : B’EQ : CorW .000 .000 .000 .000 .000 .000
ICC : W*EQ : CorW .000 .000 .000 .000 .000 .000
ICCEQ : B’EQ : CorW .000 .000 .000 .000 .000 .000
1 B*EQ : CorW .000 .000 .000 .000 .000 .000
N : ICC : Method 049 016 032 120 071 11
N : ICCEQ : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : Method .003 .000 .000 .002 .001 .001
N : 4 : Method .007 .000 022 .001 .000 .000
ICC : h? : Method .005 .000 213 .001 .000 .006
ICCEQ : h* : Method .008 .000 .000 .000 .000 .000
N : #’EQ : Method .001 .000 .000 .000 .000 .000
ICC : h’EQ : Method .001 .000 .001 .000 .000 .000
ICCEQ : i’EQ : Method .000 .000 .000 .000 .000 .000
12 : K’EQ : Method .001 .000 .000 .000 .000 .000
N : CorW : Method .004 .000 .000 .000 015 .001
ICC : CorW : Method .003 .000 .000 .000 132 .003
ICCEQ : CorW : Method .000 .000 .000 .000 .000 .000
h? : CorW : Method 001 .000 .000 .000 .008 .000
HEQ : CorW : Method .000 .000 .000 .000 .000 .000
N : ICC : ICCEQ : > .004 .000 .000 .000 .000 001
N : ICC : ICCEQ : #’EQ .001 .000 .000 .000 .000 .001
N:ICC: 1 : ’*EQ .000 .000 .000 .001 .000 .000
N : ICCEQ: 1? : K*EQ .001 .000 .000 .000 .000 .000
ICC : ICCEQ : h* : ’EQ .000 .000 .000 .000 .000 .000
N : ICC : ICCEQ : CorW .001 .000 .000 .002 .000 .001
N:ICC : k% : CorW .002 .000 .000 .001 .000 .004
N : ICCEQ: i : CorW .002 .000 .000 .000 .000 001
ICC : ICCEQ : i : CorW .001 .000 .000 .000 .000 .002
N :ICC : ”’EQ : CorW .001 .000 .000 .001 .000 .000
N : ICCEQ : ’EQ : CorW .000 .000 .000 .000 .000 .000
ICC : ICCEQ : h’EQ : CorW .000 .000 .000 .000 .000 .001
N: 1% : B’EQ : CorW .001 .000 .000 .000 .000 .000
ICC : h*: ’EQ : CorW .000 .000 .000 .000 .000 .000
ICCEQ : h* : i’EQ : CorW .000 .000 .000 .000 .000 .000
N : ICC : ICCEQ : Method .005 .000 .000 .001 .000 .002
N : ICC : h? : Method .006 .000 020 .005 .001 .002
N : ICCEQ : h2 : Method .004 .000 .000 .000 .000 .000
ICC : ICCEQ : h2 : Method .005 .000 .000 .000 .000 .000
N : ICC : W*EQ : Method 001 .000 .000 .000 .000 .000
N : ICCEQ : #*EQ : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : I*EQ : Method 001 .000 .000 .000 .000 .000
N : A% : K*EQ : Method .000 .000 .000 .000 .000 .000
ICC : h? : K*EQ : Method .000 .000 .000 .000 .000 .000
ICCEQ : h*: K*EQ : Method .000 .000 .000 .000 .000 .000

N : ICC : CorW : Method .004 .000 .000 .001 .014 .006
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N : ICCEQ : CorW : Method .002 .000 .000 .000 .000 .000
ICC : ICCEQ : CorW : Method .001 .000 .000 .001 .000 .000
N : i?: CorW : Method .004 .000 .000 .000 .001 .000
ICC : h* : CorW : Method .001 .000 .000 .000 .009 .001
ICCEQ : h*: CorW : Method .000 .000 .000 .000 .000 .000
N : #’EQ : CorW : Method .000 .000 .000 .000 .000 .000
ICC : B’EQ : CorW : Method .000 .000 .000 .000 .000 .000
ICCEQ : h’EQ : CorW : Method .000 .000 .000 .000 .000 .000
h* : PEQ : CorW : Method .000 .000 .000 .000 .000 .000
N : ICC : ICCEQ: i* : ’EQ .001 .000 .000 .000 .000 .000
N : ICC : ICCEQ: 4 : CorW .001 .000 .000 .000 .000 .005
N : ICC : ICCEQ : #’EQ : CorW .001 .000 .000 .001 .000 .001
N :ICC: i*: W’EQ : CorW .001 .000 .000 .001 .000 .000
N : ICCEQ : h*: ’EQ : CorW .000 .000 .000 .000 .000 .001
ICC : ICCEQ : 4* : ’EQ : CorW .000 .000 .000 .000 .000 .001
N : ICC : ICCEQ : 4* : Method .008 .000 .000 .000 .000 .001
N : ICC : ICCEQ : #’EQ : Method .001 .000 .000 .000 .000 .000
N : ICC : 1% : W’EQ : Method .002 .000 .000 .000 .000 .000
N : ICCEQ : h*: h’EQ : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : i : *EQ : Method .000 .000 .000 .000 .000 .000
N : ICC : ICCEQ : CorW : Method .003 .000 .000 .002 .000 .001
N : ICC : i : CorW : Method .004 .000 .000 .001 .001 .001
N : ICCEQ : h*: CorW : Method .004 .000 .000 .000 .000 .001
ICC : ICCEQ : 4 : CorW : Method .001 .000 .000 .000 .000 .001
N : ICC : B’EQ : CorW : Method .002 .000 .000 .001 .000 .000
N : ICCEQ : h’EQ : CorW : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : #’EQ : CorW : Method .000 .000 .000 .000 .000 .000
N : h?: h’EQ : CorW : Method .001 .000 .000 .000 .000 .000
ICC : i : W?EQ : CorW : Method .001 .000 .000 .000 .000 .000
ICCEQ : h2 : ’EQ : CorW : Method .000 .000 .000 .000 .000 .000
N : ICC : ICCEQ : i* : ’EQ : CorW .001 .000 .000 .001 .000 .002
N : ICC : ICCEQ : /* : ’EQ : Method .001 .000 .000 .000 .000 .000
N : ICC : ICCEQ : 4 : CorW : Method .006 .000 .000 .000 .000 .003
N : ICC : ICCEQ : #’EQ : CorW : Method .001 .000 .000 .001 .000 .001
N : ICC : i : h’EQ : CorW : Method .002 .000 .000 .000 .000 .000
N : ICCEQ : h*: h’EQ : CorW : Method .000 .000 .000 .000 .000 .000
ICC : ICCEQ : 4 : ’EQ : CorW : Method .000 .000 .000 .000 .000 .000
Seven-way Interaction and Error .001 .000 .000 .001 .000 .001
Note.

1. The bold values indicate > greater than .05.

2. N = Sample size (50/10, 50/40, 200/10, and 200/40 where the first value is the number of clusters and the second value is cluster size), ICC =
Average intraclass correlations across indicators (.05, .25, .50, .75, and .95), ICCEQ = Equal ICC across items within the same factor (Equal
and Unequal), h*> = Average micro-level communalities (low, medium, and high), h*EQ = Equal macro-level communalities across items
within the same factor (Equal and Unequal), CorB = Average micro-level factor correlation (.2, .5, and .8), and Method = The method of
analysis (two-level MSEM, saturated-micro-level multilevel MSEM, and ignore-micro-level SEM)
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3. RB = Relative Bias, RR = Rejection rate based on chi-square test, RMSEA = Root mean square error of approximation, SE = Standard error,
CorW = The estimated micro-level correlation
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—*— MSEM
--%- Saturated MSEM
Disaggregated CFA

Figure CI. Convergence rate (left column), rejection rate based on the chi-square statistics
(middle column), and the average RMSEA (right column) of Simulation Study 1. k is the number
of clusters and # is the cluster size. The solid horizontal lines denote a convergence rate of .10

(left column) and a rejection rate of .05, the nominal alpha (middle column).
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Figure C2. The average standardized factor loadings (left column) and the relative difference in
standard errors of standardized factor loadings (right column) in each condition. k is the number

of clusters and 7 is the cluster size. The solid horizontal lines in each plot denote absolute
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differences of -.05, 0, and .05 to represent the acceptable range of difference for the average
standardized factor loadings (left column) and relative differences of -0.1, 0, and 0.1 to represent

the acceptable range of difference for the relative difference in the standard errors (right column).
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Figure C3. The average factor correlation (left column) and the relative difference in standard

errors of factor correlation (right column) in each condition. k is the number of clusters and 7 is

the cluster size. The solid horizontal lines in each plot denote absolute differences of -.05, 0,
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and .05 to represent the acceptable range of difference for the average factor correlation (left
column) and relative differences of -0.1, 0, and 0.1 to represent the acceptable range of

difference for the relative difference in the standard errors (right column).
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—#— MSEM
--#% - Saturated MSEM
Disaggregated CFA

Figure C4. Convergence rate (left column), rejection rate based on the chi-square statistics
(middle column), and the average RMSEA (right column) of the disaggregation simulation when
the ICCs are unequal across indicators. k is the number of clusters and 7 is the cluster size. The
solid horizontal lines denote a convergence rate of .10 (left column) and a rejection rate of .05,

the nominal alpha (middle column).
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Figure C5. The average standardized factor loadings (left column) and the relative difference in

standard errors of standardized factor loadings (right column) in each condition of the

disaggregation simulation when the ICCs are unequal across indicators. k is the number of
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clusters and n is the cluster size. The solid horizontal lines in each plot denote absolute
differences of -.05, 0, and .05 to represent the acceptable range of difference for the average
standardized factor loadings (left column) and relative differences of -0.1, 0, and 0.1 to represent

the acceptable range of difference for the relative difference in the standard errors (right column).
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Figure C6. The average factor correlation (left column) and the relative difference in standard

errors of factor correlation (right column) in each condition of the disaggregation simulation
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when the ICCs are unequal across indicators. k is the number of clusters and # is the cluster size.
The solid horizontal lines in each plot denote absolute differences of -.05, 0, and .05 to represent
the acceptable range of difference for the average factor correlation (left column) and relative
differences of -0.1, 0, and 0.1 to represent the acceptable range of difference for the relative

difference in the standard errors (right column).
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—#— MSEM
--#% - Saturated MSEM
Disaggregated CFA

Figure C7. Convergence rate (left column), rejection rate based on the chi-square statistics
(middle column), and the average RMSEA (right column) of the disaggregation simulation when
the communalities are unequal across indicators. k is the number of clusters and 7 is the cluster
size. The solid horizontal lines denote a convergence rate of .10 (left column) and a rejection rate

of .05, the nominal alpha (middle column).
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Figure C8. The average standardized factor loadings (left column) and the relative difference in
standard errors of standardized factor loadings (right column) in each condition of the

disaggregation simulation when the communalities are unequal across indicators. & is the number
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of clusters and 7 is the cluster size. The solid horizontal lines in each plot denote absolute
differences of -.05, 0, and .05 to represent the acceptable range of difference for the average
standardized factor loadings (left column) and relative differences of -0.1, 0, and 0.1 to represent

the acceptable range of difference for the relative difference in the standard errors (right column).
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Figure C9. The average factor correlation (left column) and the relative difference in standard

errors of factor correlation (right column) in each condition of the disaggregation simulation
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when the communalities are unequal across indicators. k is the number of clusters and 7 is the
cluster size. The solid horizontal lines in each plot denote absolute differences of -.05, 0, and .05
to represent the acceptable range of difference for the average factor correlation (left column)
and relative differences of -0.1, 0, and 0.1 to represent the acceptable range of difference for the

relative difference in the standard errors (right column).
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—#— MSEM
--#% - Saturated MSEM
Disaggregated CFA

Figure C10. Convergence rate (left column), rejection rate based on the chi-square statistics
(middle column), and the average RMSEA (right column) of the disaggregation simulation when
the ICCs and the communalities are unequal across indicators. k is the number of clusters and n
is the cluster size. The solid horizontal lines denote a convergence rate of .10 (left column) and a

rejection rate of .05, the nominal alpha (middle column).
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disaggregation simulation when the ICCs and the communalities are unequal across indicators. k
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is the number of clusters and 7 is the cluster size. The solid horizontal lines in each plot denote
absolute differences of -.05, 0, and .05 to represent the acceptable range of difference for the
average standardized factor loadings (left column) and relative differences of -0.1, 0, and 0.1 to
represent the acceptable range of difference for the relative difference in the standard errors

(right column).
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when the ICCs and the communalities are unequal across indicators. k is the number of clusters
and n is the cluster size. The solid horizontal lines in each plot denote absolute differences of -

.05, 0, and .05 to represent the acceptable range of difference for the average factor correlation

(left column) and relative differences of -0.1, 0, and 0.1 to represent the acceptable range of

difference for the relative difference in the standard errors (right column).
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Figure DI1. Convergence rates (left column), rejection rate based on the chi-square statistics
(middle column), and the average RMSEA (right column) from Simulation Study 2. k is the
number of clusters and 7 is the cluster size. The solid horizontal lines denote a convergence rate

of .10 (left column) and a rejection rate of .05, the nominal alpha (middle column).
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Figure D2. The average standardized factor loadings (left column) and the relative bias in
standard errors of standardized factor loadings (right column) in each condition. k is the number

of clusters and 7 is the cluster size. The solid horizontal lines in each plot denote absolute biases
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of -.05, 0, and .05 to represent the acceptable range of bias for the average standardized factor
loadings (left column) and relative biases of -0.1, 0, and 0.1 to represent the acceptable range of

bias for the relative bias in the standard errors (right column).
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Figure D3. The average factor correlation (left column) and the relative bias in standard errors of

factor correlation (right column) in each condition. k is the number of clusters and 7 is the cluster
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size. The solid horizontal lines in each plot denote absolute biases of -.05, 0, and .05 to represent
the acceptable range of bias for the average factor correlation (left column) and relative biases of
-0.1, 0, and 0.1 to represent the acceptable range of bias for the relative bias in the standard

errors (right column).
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Figure D4. Convergence rates (left column), rejection rate based on the chi-square statistics
(middle column), and the average RMSEA (right column) of the aggregation simulation when
the ICCs are unequal across indicators. k is the number of clusters and # is the cluster size. The
solid horizontal lines denote a convergence rate of .10 (left column) and a rejection rate of .05,

the nominal alpha (middle column).
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and n is the cluster size. The solid horizontal lines in each plot denote absolute biases of -.05, 0,
and .05 to represent the acceptable range of bias for the average standardized factor loadings (left
column) and relative biases of -0.1, 0, and 0.1 to represent the acceptable range of bias for the

relative bias in the standard errors (right column).
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Figure D6. The average factor correlation (left column) and the relative bias in standard errors of

factor correlation (right column) in each condition of the aggregation simulation when the ICCs

are unequal across indicators. & is the number of clusters and 7 is the cluster size. The solid
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horizontal lines in each plot denote absolute biases of -.05, 0, and .05 to represent the acceptable
range of bias for the average factor correlation (left column) and relative biases of -0.1, 0, and
0.1 to represent the acceptable range of bias for the relative bias in the standard errors (right

column).
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Figure D7. Convergence rates (left column), rejection rate based on the chi-square statistics
(middle column), and the average RMSEA (right column) of the aggregation simulation when
the communalities are unequal across indicators. k is the number of clusters and » is the cluster
size. The solid horizontal lines denote a convergence rate of .10 (left column) and a rejection rate

of .05, the nominal alpha (middle column).
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clusters and 7 is the cluster size. The solid horizontal lines in each plot denote absolute biases of
-.05, 0, and .05 to represent the acceptable range of bias for the average standardized factor
loadings (left column) and relative biases of -0.1, 0, and 0.1 to represent the acceptable range of

bias for the relative bias in the standard errors (right column).
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Figure D9. The average factor correlation (left column) and the relative bias in standard errors of

factor correlation (right column) in each condition of the aggregation simulation when the

communalities are unequal across indicators. k is the number of clusters and 7 is the cluster size.
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The solid horizontal lines in each plot denote absolute biases of -.05, 0, and .05 to represent the
acceptable range of bias for the average factor correlation (left column) and relative biases of -
0.1, 0, and 0.1 to represent the acceptable range of bias for the relative bias in the standard errors

(right column).
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Figure DI10. Convergence rates (left column), rejection rate based on the chi-square statistics
(middle column), and the average RMSEA (right column) of the aggregation simulation when
the ICCs and the communalities are unequal across indicators. k is the number of clusters and n
is the cluster size. The solid horizontal lines denote a convergence rate of .10 (left column) and a

rejection rate of .05, the nominal alpha (middle column).
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the number of clusters and # is the cluster size. The solid horizontal lines in each plot denote
absolute biases of -.05, 0, and .05 to represent the acceptable range of bias for the average
standardized factor loadings (left column) and relative biases of -0.1, 0, and 0.1 to represent the

acceptable range of bias for the relative bias in the standard errors (right column).
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Figure D12. The average factor correlation (left column) and the relative bias in standard errors

of factor correlation (right column) in each condition of the aggregation simulation when the

ICCs and the communalities are unequal across indicators. k is the number of clusters and 7 is
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the cluster size. The solid horizontal lines in each plot denote absolute biases of -.05, 0, and .05
to represent the acceptable range of bias for the average factor correlation (left column) and
relative biases of -0.1, 0, and 0.1 to represent the acceptable range of bias for the relative bias in

the standard errors (right column).
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